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ABSTRACT

Surface air temperature Ta is largely determined by surface net radiation Rn and its partitioning into latent

(LE) and sensible heat fluxes (H). Existing model evaluations by comparison of absolute flux values are of

limited help because the evaluation results are a blending of inconsistent spatial scales, inaccuratemodel forcing

data, and imperfect parameterizations. This study further evaluates the relationships of LE andH with Rn and

environmental parameters, including Ta, relative humidity (RH), and wind speed (WS), using ERA-Interim

data at a 0.1258 3 0.1258 grid with observations at AmeriFlux sites from 1998 to 2012. The results demonstrate

ERA-Interim can roughly reproduce the absolute values of environmental parameters, radiation, and turbulent

fluxes. The model performs well in simulating the correlation of LE and H with Rn, except for the notable

correlation overestimation of H against Rn over high-density vegetation (e.g., deciduous broadleaf forest,

grassland, and cropland). The sensitivity of LE toRn in themodel is similar to that observed, but that ofH toRn

is overestimated by 24.2%. Over the high-density vegetation, the correlation coefficient between H and Ta is

overestimated by over 0.2, whereas that betweenH andWS is underestimated by over 0.43. The sensitivity ofH

to Ta is overestimated by 0.72Wm22 8C21, whereas that of H to WS in the model is underestimated by

16.15Wm22 (m s21)21 over all of the sites. The model cannot accurately capture the responses of evaporative

fraction [EF; EF5 LE / (LE1H)] toRn and environmental parameters. This calls for major research efforts to

improve the intrinsic parameterizations of turbulent fluxes, particularly over high-density vegetation.

1. Introduction

Land surface is heated by solar shortwave radiation

and emits longwave radiation to cool itself. The surface

net radiationRn, which is the sum of net solar shortwave

radiation Rsn and the net longwave radiation Rln, can be

partitioned into the latent heat flux (LE), sensible heat

flux (H), and ground heat flux (G). The flux H directly

heats the atmosphere through various sizes of turbu-

lences, and LE transports water from the land surface to

the atmosphere, absorbing energy through phase

changes of water from liquid (or ice) to gas and leaving

some remaining energy for H (Wang and Dickinson

2012). The partitioning of Rn between LE and H de-

pends on surface attributes [e.g., vegetation growth and

soil moisture (SM)] and atmosphere conditions (e.g.,

vapor pressure deficit and surface air temperature)

(IPCC 2013), which has a significant impact on climate

change, particularly the response of land surface air

temperature and the water cycle, and vice versa

(Andrews et al. 2009; Stephens et al. 2012). Under a

changing climate, surface characteristics and atmo-

spheric conditions have been evolving (IPCC 2013), and

surface incident solar radiance (or Rn) has been chang-

ing (Wang and Dickinson 2013), which are inevitably

influencing the partitioning of Rn between LE and H

associated with climate forcings and climate change

processes (Wang 2010, Wang et al. 2010).

Thus, it is critical to evaluate the performance of

global climate models in simulating Rn and its parti-

tioning into LE and H. Existing studies focused on

comparing the absolute values of these turbulent fluxes

with observations (including the in situ and remote

sensing observations) (Bourras 2006; Jiménez et al.

2011; Kubota et al. 2003; Szczypta et al. 2011; Yao et al.

2014). Moreover, between-model comparisons are used

to improve the land model schemes. For example,

sixteen land surface schemes from the Project for

the Intercomparison of Land-Surface Parameterization
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Schemes (PILPS) with the same forcing data were

compared to diagnose model shortcomings for im-

provements (Henderson-Sellers et al. 1993; Pitman et al.

1999; Wood et al. 1998). Evaluation of the biosphere–

atmosphere schemes, including BATS, BATS2, SiB, and

SiB2, indicated that the excessive sensitivity of the sto-

matal response to the atmospheric humidity deficit

should be developed, and the root distribution depth

should be specified in the models (Sen et al. 2000). The

Community Land Model (CLM) was examined by the

response of land–atmosphere exchanges to climatic

forcings, and the deficiencies in hydrological and bio-

physical parameterizations have been detected and im-

proved to largely decrease the LE andH errors (Stöckli
et al. 2008).

However, the discrepancies between the simulated

and observed LE and H values may arise from many

sources, such as the inconsistent scales of simulation and

observations, inaccurate forcing data of the model sim-

ulations, and imperfect parameterizations of H and LE

fluxes (Brutsaert 1999; Chen and Zhang 2009; Maurer

et al. 2002; Pitman and Henderson-Sellers 1998;

Santanello et al. 2009; Wang and Dickinson 2012). The

direct comparison of absolute values complicates the

model evaluation and makes the evaluation results less

useful in improving model simulations.

To address these issues, a new method, which con-

siders the correlation coefficient and sensitivity of LE

and H to Rn and other environmental parameters [i.e.,

air temperature Ta, relative humidity (RH), and wind

speed (WS)], is proposed here to evaluate the parti-

tioning between LE and H from the European Centre

for Medium-Range Weather Forecasts (ECMWF) in-

terim reanalysis (ERA-Interim). A quantitative eval-

uation of these relationships can provide insight into

the intrinsic model capability of partitioning the

available energy into LE and H. Therefore, such a

study about land–atmosphere processes is expected to

provide some constructive information to improve the

simulation and predictive skills of climate sensitivity

in models.

Here, ERA-Interim is selected because it has rela-

tively accurate land forcing data, including in situ and

remote sensing observations, and physical coherence

(Dee et al. 2011). Its latest version for land surface

fluxes also has a very high spatial resolution of

0.1258 3 0.1258. We find that although the absolute

values of the turbulent fluxes can be well captured

by the model, the ERA-Interim land model cannot

accurately describe the responses of H and evapora-

tive fraction (EF) to Rn and some environmental

parameters in high-density vegetation regions, partic-

ularly for deciduous broadleaf forest (DBF), grassland

(GRA), and cropland (CRO). Therefore, this issue re-

quires major research efforts to improve the parame-

terizations of the ERA-Interim land model over these

land-cover types.

2. Dataset description

a. ERA-Interim dataset

ERA-Interim is produced with the observation

fields, the forecast model, and a four-dimensional

variational assimilation system (4D-VAR), which

assimilates a great many of the basic upper-air atmo-

spheric fields (such as satellite radiances, tempera-

ture, wind vectors, specific humidity, and ozone), and

then uses the forecast model to constrain the atmo-

spheric analysis in 12-hourly analysis cycles. While

producing a forecast, the model estimates a wide va-

riety of physical parameters such as precipitation,

turbulent fluxes, radiation fields, cloud properties,

soil moisture, and so on, which are not constrained by

their own direct measurements. Furthermore, ERA-

Interim conducts a completely automated bias cor-

rection for satellite radiance observations and surface

pressure after a suite of quality control and blacklist

data selection. After the upper-air atmospheric 4D-

VAR analysis, the model state in ERA-Interim is

adjusted by loop for systematic errors with an optimal

interpolation scheme of near-surface observations

from weather stations such as Ta, RH, 10-m wind

vectors, surface pressure, and so forth (Trémolet 2004;

Veerse and Thepaut 1998), and the Cressman-type

interpolation is used to analyze the station observa-

tions of snow depth and satellite-retrieved snow cover

(Dee et al. 2011).

Its high-resolution forecast and data assimilation

system adopts the T1279 spectral model based on a

spherical harmonics expansion (i.e., T1279 to identify

truncation at wavenumber 1279) and has the horizontal

resolution of N640 in a reduced Gaussian grid

(;0.1418 3 0.1418 in a geographic latitude–longitude

grid, approximately 15 3 15 km2). Finally, outputs of

ERA-Interim are bilinearly interpolated to ten various

resolutions from 0.1258 to 38, including 0.758, 18, and
2.58.
This study investigates the partitioning of Rn and its

relationship to the environment using ERA-Interim

data with AmeriFlux observations. To make good use

of the data at the AmeriFlux site along the coastal line

(Fig. 1) and substantially reduce the noise effect in

comparison between tower sites and model grid cells,

the resolution of 0.1258 3 0.1258 is selected to avoid the

properties of the ocean, other than the ;0.78 3 0.78 of
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ERA-Interim data. Energy (includingRsn, Rln, LE, and

H) and environmental parameters (including Ta, RH,

and WS) from ERA-Interim synoptic monthly aver-

ages of forecast accumulations of 12 h ahead from 0000

and 1200 UTC at the grid resolution of 0.1258 3 0.1258
were downloaded from the ECMWF website (http://

apps.ecmwf.int/datasets). The termRn in ERA-Interim

is the sum of Rsn and Rln. The term Rsn (Rln) is the total

of surface downward and upward shortwave (long-

wave) radiation. The surface air and dewpoint tem-

perature height is 2m, and the wind speed height is

10m. Soil moisture (level 1) is expressed as the volu-

metric water content (m3m23; unit: %) above the

top 7 cm.

According to the seventeen International Geosphere–

Biosphere Programme (IGBP) land-cover types, the land-

cover types in ERA-Interim are derived from Advanced

VeryHighResolutionRadiometer (AVHRR)data at 1-km

resolution and ancillary information and are kept fixed

in time (Dee et al. 2011; Loveland et al. 2000). Based on

the tiled ECMWF scheme for surface exchanges over

land (TESSEL) in the ERA-Interim model (Dee et al.

2011; Viterbo and Beljaars 1995; Viterbo et al. 1999), in

which each grid box is divided into fractions with up to

six fractions over land (i.e., bare ground, low and high

vegetation, intercepted water, and shaded and exposed

snow) and up to two fractions over sea and freshwater

bodies (open and frozen water), the turbulent fluxes

(including LE and H) are calculated by a resistance

parameterization with the Monin–Obukhov formulation

over different fractions:
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where i represents the fraction;Hi is sensible heat flux in

the ith fraction; LEi is latent heat flux in the ith fraction;

ra is the air density; cp is the heat capacity of moist air; g

is the acceleration of gravity; and jULj,TL, qL, and zL are

the wind speed, temperature, humidity, and height of

the lowest atmospheric model level, respectively. The

term qsat is saturated specific humidity. The term Tsk,i is

the skin temperature for the ith fraction. The termCH,i is

the turbulent exchange coefficient, which varies from

fraction to fraction because of different atmospheric

stabilities; ra 5 (jULjCH,i)
21, and rc is a function of

downward shortwave radiation, leaf area index (LAI),

average unfrozen root soil water, atmospheric water

vapor deficit, and a minimum stomatal resistance.

Specifically, for snow on low vegetation, the turbulent

fluxes of heat and water vapor are given by Eqs. (1) and

(2), whereas for a vegetation-covered surface, an addi-

tional canopy resistance rc is added to calculate LE ac-

cording to Eq. (3). Therefore, the total turbulent fluxes

in a grid box are expressed as an area-weighted average

FIG. 1. The 84 sites from theAmeriFlux network are shown on the elevationmap (unit: m) of

the global 30-arc-s elevation dataset (GTOPO30). The sites are distributed over a range of

land-cover types: EBF, evergreen needleleaf forest (ENF), DBF, mixed forest (MF), CSH,

open shrubland (OSH), WSA, GRA, CRO, and wetland (WET). More site information is

available online (http://ameriflux.lbl.gov/). GTOPO30 was developed over a 3-yr period

(ending in late 1996) through a collaborative effort led by the U.S. Geological Survey’s Center

for Earth Resources Observation and Science (EROS).
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of all fractions. To modulate the partitioning of energy

and water fluxes, the maximum value of soil water con-

tent in any layer corresponds to saturation (0.472m3m23)

and only occurs during short periods with water loss

through bottom drainage in the TESSEL scheme. Addi-

tionally, the vegetation seasonality is described by the

LAI (Dee et al. 2011).

b. AmeriFlux dataset

AmeriFlux data over 84 stations are used to assess the

performance of the ERA-Interim model (Fig. 1), which

are not assimilated by the ERA-Interim. The Ameri-

Flux sites were originally designed to measure the car-

bon, water, and heat fluxes (including LE andH) around

the adjacently identical land-cover types. The Ameri-

Flux network measures Ta, RH, WS, SM, Rn, Rsn, and

Rln over approximately 140 stations across a range of

land-cover types (Baldocchi et al. 2001). These data are

publicly available online (http://AmeriFlux.ornl.gov/).

The turbulent fluxes are measured by eddy-covariance

(EC) systems. SM (in volumetric percentage unit) is

measured by time domain reflectometry (TDR). TDR

measures the transit time of waves along a probe in the

soil based on the properties of electromagnetic waves.

All data except for SM are measured above the can-

opy, and the flux tower height at study sites varies from

1.5 to 60m above the ground surface. The land-cover

types include deciduous and evergreen forest, closed

shrubland (CSH), grassland, cropland, and woody sa-

vanna (WSA) (Fig. 1), based on the 17 IGBP land-cover

types from Moderate Resolution Imaging Spectroradi-

ometer (MODIS) sensors. The climate type varies from

arid to humid, and the climate varies from tropical and

temperate to Mediterranean.

Although the EC method is considered to be the best

method for measuring the H and LE fluxes, it suffers

from an unclosed energy problem (Twine et al. 2000;

Wilson et al. 2002). To reduce the impact of energy

imbalance on the evaluation results, the AmeriFlux sites

at which the residual from Rn minus LE and H is less

than 1/5 of Rn are selected for the unavailability of the

ground heat flux at most sites. Furthermore, the re-

lationship between the evaporative fraction [EF 5 LE/

(LE 1 H)] and Rn (and the environmental parameters)

was evaluated. The EF value obtained by the EC

method is believed to be more reliable than LE or H

(Twine et al. 2000; Wilson et al. 2002).

The AmeriFlux data are available at a 30- or 60-min

temporal resolution. To reduce the impact of missing

data on monthly averages, monthly data averaged from

monthly diurnal data (monthly mean half-hourly or

hourly data of Rn, LE, H, Ta, RH, and WS) are cal-

culated and used in this study. To maintain as

comprehensive a site-specific characteristic as possible

(e.g., multiseasonal signals), it requires the data length

of a site to be no less than 24 months, which is sufficient

enough to perform a statistical analysis with degrees of

freedom. After consideration of the energy balance ra-

tio and data length, the 84 AmeriFlux sites with a time

span from 1998 to 2012 are selected in this study.

To assess the performance of the ERA-Interim

model, the sensitivity s of LE, H, and EF to Rn and the

environmental factors, including Ta, RH, and WS, is

calculated based on Eq. (4):

y5 sx1 b1 « , (4)

where, y is monthly LE,H, and EF; and x is monthly Rn,

Ta, RH, andWS, respectively. The s is the corresponding

sensitivity, b is the interpolate when x 5 0, and « is the

error of equation.

This sensitivity of LE (H, EF) helps depict the mag-

nitude in the response to climatic change. Pearson’s

correlation and a two-tailed t test are applied to calcu-

late their correlation coefficients.

3. Results

a. Absolute value evaluation

ThemonthlyRn,Rsn, andRln correspond well with the

observed values, with a correlation coefficient r up to 0.9

and a relative error of approximately 25% or less

(Figs. 2a–c). The ERA-Interim land model performs

well in simulating the absolute values of LE andH, with

an r greater than 0.82, whereas the bias of the simulated

H, 3.23Wm22 (relative bias of 30.12%), is better than

that of LE, 12.91Wm22 (relative bias of 28.6%)

(Figs. 2d,e).

The environmental parameters simulated by the

ERA-Interim land model are validated by in situ and

remote sensing observations at different spatiotemporal

scales (Albergel et al. 2015; Balsamo et al. 2015; Bao and

Zhang 2013; Boisvert et al. 2015; Mooney et al. 2011; Su

et al. 2013; Szczypta et al. 2011; Wang and Zeng 2012).

Figure 2f shows that Ta in the model is consistent with

that from AmeriFlux [r 5 0.99; bias50.058C; standard
deviation (STD) 5 1.748C]. Figure 2g shows that RH in

the model corresponds well with the observed RH, with

an r of 0.85, a bias of 20.42%, and an STD of 8.15%

(relative STD of 12.21%). Figure 2h illustrates that WS

in the model correlates against the observations, with an

r of 0.56, a bias of 0.74m s21, and an STD of 0.96m s21

(relative STD of 35.40%). Additionally, the low corre-

lation of SM between the model and observations (r 5
0.32; Fig. 2i) at AmeriFlux sites is likely associated with

the SM constraint of 47.2% in the model, vegetation
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root distribution and its surrounding moisture (Albergel

et al. 2012). SM in ERA-Interim is notably over-

estimated particularly for dry land (Fig. 2i), which is

consistent with the evaluation of SM from the previous

work (Albergel et al. 2012), but is notably under-

estimated over some humid regions.

b. Responses of LE and H to surface net radiation

The relative magnitude of partitioning of Rn into LE

and H has an important role in climate change. Here,

this partitioning of Rn from the ERA-Interim land

model is evaluated. Figure 3a shows that the correlation

between LE and Rn in the model is comparable to that

observed by AmeriFlux over all of the sites. Figure 4a

demonstrates that the correlation between H and Rn in

the model has an average of 0.89 over all land-cover

types, which is significantly higher than the observed

0.68 from AmeriFlux. In ERA-Interim, the correlation

of H against WS cannot be reproduced by the model

(Figs. 4c,g). This indicates that the parameterization of

H in the ERA-Interim model is too oversimplified to

accurately reproduce the complex dependences and

feedbacks of H on environmental parameters (i.e., WS;

more details in the following section). This issue is more

important for the high-density vegetation regions. The

overestimation of correlation coefficient betweenH and

Rn is more than 0.25 (averaged relative error of 69%)

over highly dense vegetation areas, including DBF,

CRO, and GRA (Fig. 4a).

The site-averaged sensitivity of LE to Rn (0.44) in the

model is comparable to the observed sensitivity (0.43)

(Fig. 3b), whereas that ofH toRn (0.33) fromAmeriFlux

is overestimated by the model (0.41; relative error of

24.2%) over all land-cover types (Fig. 4b). The reason

for this sensitivity overestimation is the same as that for

their correlation overestimation. This intensifies the

FIG. 2. Comparisons of (a) net radiance, (b) net shortwave radiance, (c) net longwave radiance, (d) LE, (e) H, (f) surface air tem-

perature, (g) RH, (h) WS, and (i) SM at level 1 from ERA-Interim and AmeriFlux are shown as the density scatterplot. The color bar

expresses the scatter density, which is defined as the number of data dots in 1003 100 axis grids. Toward red indicates a dense distribution

and toward blue indicates a sparse distribution. Net radiation is calculated as Rsn minus Rln from the ERA-Interim data. The statistical

scores, including the correlation coefficient r, bias, and STD, are calculated for every variable.

15 FEBRUARY 2016 ZHOU AND WANG 1577



response of H to an increase in Rn in the ERA-Interim

model, which has a substantial effect on the simulation

of energy partitioning and climate change. Monthly data

are used to calculate the sensitivity and the sum of the

sensitivities of LE/Rn andH/Rn in the model, producing

a value of 0.85, which is considerably less than unity

because of the significant seasonal cycle of G (Hsieh

et al. 2009; Kustas et al. 2000; Ogée et al. 2001).

To obtain the energy closure ratio, it is necessary to

calculate the multiyear averaged values of LE, H, and Rn

and then calculate the LE/Rn andH/Rn ratios in the ERA-

Interim model and AmeriFlux observations. The values of

LE/Rn and H/Rn are 0.53 and 0.42 in the ERA-Interim

model, respectively, and are 0.47 and 0.43 in theAmeriFlux

observations, respectively. These results are consistent with

the over- and underestimated evaluation results using ab-

solute values of LE andH (see section 3a). The correlation

and sensitivity analyses made in this section and the fol-

lowing section permit us to examine the responses of LE

and H to Rn and other environmental parameters, which

are indicators of how land–atmosphere interactions change

with climate and environmental changes.

c. Responses of LE and H to environmental
parameters

To evaluate how Rn is partitioned into LE and H, the

correlation and sensitivity of LE and H to environment

parameters, including Ta, RH, and WS, over different

land-cover types, are investigated in this section.

Figure 4c illustrates a similar correlation between H

against Ta to that of H against Rn as shown in Fig. 4a.

Similarly, the model significantly overestimates the

correlation between H and Ta by more than 0.2 over

high-density vegetation (DBF, CRO, and GRA)

(Fig. 4a) and performs well over other land-cover types

with respect to the AmeriFlux observations (Fig. 4a).

These overestimations imply that the model may omit

some important factors influencing H. The correlation

ofH toWS in the model is underestimated by more than

0.43 and even shows the opposite sign as the observa-

tions over DBF, CSH, GRA, and CRO (Fig. 4g). An

increase in WS may induce a low aerodynamic resis-

tance ra over high-density vegetation based on Eq. (3),

accumulating large LE and leaving little energy to H,

resulting in an underestimation of H against WS in the

model. Moreover, rc is only simply parameterized based

on different vegetation types (Dee et al. 2011). These

factors could explain why the correlation of H and Rn

over high-density vegetation was overestimated.

The sensitivity of H to Ta in the model is consistently

overestimated by 0.72Wm22 8C21 over all of the sites

(Fig. 4d). This overestimated sensitivity may be due to

the insufficient estimation of the soil water availability

and the unrealistic root depth in the model (Wang and

FIG. 3. (left) The average correlation and (right) sensitivity of LE with (a),(b)Rn, (c),(d) Ta, (e),(f) RH, and (g),(h)

WS over different land-cover types, including EBF, ENF, DBF, MF, CSH, OSH,WSA, GRA, CRO, andWET. The

blue bar is based on the AmeriFlux observations, and the green bar is based on ERA-Interim data.
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Dickinson 2012). Moreover, the sensitivity of H to

WS in the model is notably underestimated by

16.15Wm22 (m s21)21 over all of the sites (Fig. 4h). The

large discrepancies in these sensitivities indicate the in-

accuracy of the response of H to such environmental

parameters as Ta and WS in the ERA-Interim land

model, particularly over high-density vegetation. There-

fore, the parameterization deficiency in simulating the

impact of Ta and WS on H results in the overestimated

response ofH to Rn in the model, particularly over high-

density vegetation.

Moreover, the site-averaged correlation of H against

RH in the model (20.59) is similar to that of AmeriFlux

(20.60) (Fig. 4e), and their site-averaged sensitivity in

the model (21.88Wm22%21) is comparable to that

observed from AmeriFlux (21.62Wm22%21) over all

land-cover types (Fig. 4f).

Figure 3c demonstrates that LE is positively corre-

lated with Ta (average r of 0.68 fromAmeriflux and 0.77

from ERA-Interim), which is similar to the result in the

controlled experiment from PILPS (Qu et al. 1998). The

correlation between LE and Ta can be well simulated by

the ERA-Interim model. The sensitivity of LE to Ta in

the model corresponds well with the AmeriFlux obser-

vations (Fig. 3d). The good agreement of the sensitivity

of LE to Ta between model and observation shows that

the different spatial scales from model and observation

do not significantly impact the sensitivity, but the scales

do impact the absolute value of LE (Fig. 1d). Figure 3g

indicates that the averaged correlation of LE againstWS

(20.39) in the model is similar to that from AmeriFlux

(20.37) over all land-cover types. Accordingly, the aver-

age sensitivities of LE toWS are222.41Wm22 (ms21)21

in the model and 225.40Wm22 (ms21)21 in the Ameri-

Flux observations (Fig. 3h). Furthermore, the response of

LE to variance in WS in the model is consistent with the

observations for each land-cover type (Figs. 3g,h).

Therefore, the model can capture the response of LE to

the environmental parameters.

d. Responses of EF to net radiation and
environmental parameters

During the land–atmosphere interaction, the parti-

tioning of Rn into LE and H is dynamically interactive,

balancing the climate system. Thus, the response of LE

toRn and other environmental conditions may influence

the response of H and vice versa. To strictly avoid en-

ergy imbalance, when considering LE and H simulta-

neously, the responses of EF [EF5LE/(Rn 2G)5
LE/(LE1H)] to Rn and other environmental parame-

ters—including Ta, RH, and WS—are evaluated below

to better describe the land–atmosphere interaction,

FIG. 4. (left) The average correlation and (right) sensitivity ofH with (a),(b) Rn, (c),(d) Ta, (e),(f) RH, and (g),(h)

WS over different land-cover types, including EBF, ENF, DBF, MF, CSH, OSH,WSA, GRA, CRO, andWET. The

blue bar is based on AmeriFlux observations, and the green bar is based on ERA-Interim data.
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including their responses and feedbacks under climate

change conditions.

Figure 5a shows that EF is irrelevant to Rn in the

AmeriFlux observations, whereas the correlation be-

tween EF and Rn is significantly negative in the model,

with an average r of 20.36 over all of the sites. This

correlation may incorrectly result from simple parame-

terizations of rc and turbulent exchange coefficient, just

based on land-cover types. Accordingly, the sensitivity

of EF toRn in themodel is negatively correlated with the

observations, with an r of20.48 (Fig. 5b). This opposite

sensitivity in the ERA-Interim model will erroneously

depict the partitioning of surface available energy be-

tween LE and H, which is of great importance for the

response of the hydrological cycle and temperature

change. Figure 5c illustrates that EF is positively cor-

related with Ta in the AmeriFlux observations but

negatively correlated with Ta in the model over most

land-cover types. Although the correlation between EF

and RH can be simulated by the model (Fig. 5e), the

model overestimates the sensitivity of EF to RH, with a

relative error of 175% (Fig. 5f). The averaged sensitivity

of EF to RH over all land-cover types is 0.0073 (%21)

from AmeriFlux and 0.0200 (%21) in the model.

By validating the correlation and sensitivity of LE (H

and EF) to Rn and other environmental parameters,

including Ta, RH,WS, and different land-cover types, in

the ERA-Interim model using AmeriFlux observations,

the results above provide a constructive guidance for

simulating the partitioning of Rn into LE and H (EF) in

the ERA-Interim model, a state-of-the-art global cli-

mate model. For example, improvements are required

for aerodynamic and canopy resistances, vegetation root

depth, and the turbulent exchange coefficient over high-

density vegetation.

4. Conclusions and discussion

The response and feedback of LE and H to Rn and

other environmental conditions, including Ta, RH, WS,

and different land-cover types, play important roles in

climate change and climate sensitivity. Given an in-

crease in the available energy, the relativemagnitudes of

partitioning into LE and H have a vital impact on the

hydrological cycle and temperature change. This study

provides a new method to evaluate the performance of

the ERA-Interim model in partitioning Rn into LE and

H. The correlation and sensitivity analyses of LE andH

indicate that the partitioning is closely correlated with

land-cover type.

Overall, the model can well capture the response of

LE toRn. Additionally, the correlation and sensitivity of

FIG. 5. (left) The average correlation and (right) sensitivity of EF with (a),(b)Rn, (c),(d)Ta, (e),(f) RH, and (g),(h)

WS over different land-cover types, including EBF, ENF, DBF, MF, CSH, OSH,WSA, GRA, CRO, andWET. The

blue bar is based on AmeriFlux observations, and the green bar is based on ERA-Interim data.
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LE to environmental parameters, including Ta, RH, and

WS, are similar to the observed values. This result is

different from the overestimated sensitivity of LE from

regional climate models (Winter and Eltahir 2010).

Second, the model clearly overestimates the correlation

between H and Rn over high-density vegetation (DBF,

GRA, and CRO). Compared with AmeriFlux, the sen-

sitivity ofH toRn is overestimated by 24.2% at all of the

sites. There are two reasons for the overestimations in

correlation and sensitivity ofH toRn in the model. First,

the correlation between H and Ta is overestimated by

more than 0.2, and that betweenH andWS in the model

is underestimated by more than 0.43 over high-density

vegetation (DBF, CRO, and GRA). Second, the sensi-

tivity of H to Ta is largely overestimated by

0.72Wm22 8C21, and the sensitivity of H to WS in the

model is notably underestimated by 16.15Wm22 (ms21)21

over all of the sites. Therefore, the overestimated re-

sponse of H is closely correlated with the insufficient

estimation of soil water availability, the unrealistically

vegetation root distribution, and aerodynamic resis-

tance and canopy resistance parameterization.

The discrepancies between the model results and

observations in reproducing the relationship betweenH

(and LE) and Rn or the environmental factors accumu-

late in the relationship between the evaporative fraction

[EF 5 LE/(LE 1 H)] and Rn or the environmental

factors. The relationship between EF and Rn or envi-

ronmental factors cannot be well simulated by the

model with respect to the AmeriFlux observations. The

sign of the correlation betweenEF andTa in themodel is

the opposite of that obtained from the observations. The

sensitivity of EF to RH is overestimated by 175%.

Therefore, the response of LE and H to the available

energy and environmental conditions over high-density

vegetation should be improved considerably. This re-

quires further detection of the factors controllingH and

LE at different time scales as well as further efforts in

improving the aerodynamic resistance and canopy re-

sistance over high-density vegetation. Furthermore, the

simulation of SM in the model should be improved,

which has a significant impact on the partitioning of the

available energy into LE andH. Therefore, these results

offer significant guidance to further improve the ERA-

Interim model.

In summary, despite the good performance of the

absolute value of the turbulent fluxes in the model, this

direct comparison provides limited insight into model

performance, which should be cautiously regarded as a

method ofmodel evaluation under changing climates for

mixing many potential sources of error, including sam-

pling error, instrument bias, and uncertainty in the flux

computational algorithms. In this study, the results from

the sensitivity experiments of the turbulent fluxes reveal

important insights into the model sensitivity and pa-

rameterization of LE and H. Furthermore, this sensi-

tivity analysis can be a useful approach to compare

model performances with different climatology and

sensitivity.
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